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Abstract

Background. Dengue is a rapidly spreading mosquito-borne disease, posing significant global health challenges,
particularly in endemic regions. Recent years have witnessed an increase in the frequency and intensity of
dengue outbreaks, necessitating robust forecasting models for early intervention.

This systematic review aims to synthesize recent literature on dengue forecasting models, evaluate their
predictive performance, and identify the most effective approaches.

Materials and methods. A comprehensive search in Scopus, PubMed, ScienceDirect, and Springer databases
was conducted following PRISMA guidelines. Studies were selected based on strict inclusion and exclusion
criteria, and the quality of the research was evaluated using TRIPOD criteria. Out of 1,366 identified studies, 13
met the eligibility criteria. Data were extracted and analyzed to assess the accuracy and validity of the forecasting
models employed.

Results. The findings indicate that machine learning-based models, particularly random forest, outperform
conventional statistical models such as ARIMA and Poisson regression. Additionally, climate data — especially
temperature and rainfall play a critical role in forecasting dengue incidence.

Conclusion. The present study corroborates the superior efficacy of machine learning-based forecasting models,
particularly random forest, in forecasting dengue cases compared to conventional statistical methods. This finding
provides a foundation for the development of an enhanced early warning system to address future outbreaks of
dengue.
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AHHOMauusi

BBeaeHue. Jlnxopaaka aeHre — ObICTPO pacnpocTpaHsiolleecs 3abonesaHue, NnepeHOCUMOE KoMapaMu, npea-
CTaBnsAeT cepbEesHyto Npobrnemy anst rmobanbHOro 30paBooOXpaHeHns, 0COBEHHO B SHAEMUYHbIX permoHax. Ya-
CTOTa U MHTEHCMBHOCTb BCMbILLIEK NMMXOPaAK/ OeHre YBENNUYMBAKOTCS, YTO TpebyeT co3aaHmsa HagéxHblX moaenen
NPOrHO3MpPOBaHWSA ANsi PaHHEro BMeLLaTenbCTea.

Lenb cuctematnyeckoro o63opa — 0006LLMTE AaHHbIE NUTEPATYPbl O MOAENAX MPOrHO3UPOBAHUS NUXOPALKN
O€EHre, OLEeHNTb NX MPOrHOCTUYECKYH0 3PEKTUBHOCTL U BbISBUTL Hanbonee adpdekTnBHbIE NOAXOAbI.
Martepuanbi 1 MeToabl. BcectopoHHUii nouck B 6a3ax gaHHbix Scopus, PubMed, ScienceDirect n Springer npo-
BEeLEH B COOTBETCTBMM C pekomeHaaumsammn PRISMA. UccnenoBaHus otbupany Ha OCHOBE CTPOrnMX KpuTepues
BKIMOYEHUS N UCKIMIOYEHMS!, @ Ka4eCTBO MCCregoBaHUi oueHnBanu ¢ nomolubio kputepues TRIPOD. M3 1366
BbISIBNIEHHBIX MCCreaoBaHuin 13 cOOTBETCTBOBANM KpUTEpUsIM oT6opa. [laHHble Obinv npoaHanuManpoBaHbl Ans
OLEHKM TOYHOCTM M 0OOCHOBAHHOCTM UCMONb30BaHHbLIX MOAENEN NPOrHO3MPOBaHUS.

Pe3ynkTraTbl. Pe3ynsrarhbl NokasbiBatoT, YTO MOAENN HA OCHOBE MALUUMHHOIO 0By4eHNs1, B YaCTHOCTU «CIydalrHbIn
nec», NPeBOCXOAAT TPaAULMOHHbIE cTaTUCTUYeckne mogenu, Takme kak ARIMA n perpeccus lNyaccoHa. Kpome
TOro, KnMMaTu4eckne gaHHble, 0COBEHHO TemnepaTtypa 1 KONMYeCcTBO 0CaAKOB, UrPatoT BaXKHYIO POSlb B NMPOrHO-
31MpoBaHNM 3ab60NeBaeMoCTy NMXOPaaKoN AEHre.

3akntouyeHue. HacTosilee uccnenosaHne noaTeepxaaeT 6onee BbICOKYH 3(EKTUBHOCTbL MOAENEN MPOrHo-
3MPOBAHNSI HA OCHOBE MALLMHHOIO OOYyYeHMWs, B YACTHOCTU «CRy4YaWHbIA fiec», B NPOrHO3NPOBaHMU CIyyYaeB
3aboneBaHNsi NMXOPaAKON AeHre NO CPaBHEHUIO C TPAOULMOHHBIMW CTAaTUCTUYECKMMU MeTogamMu. STOT BbIBOS
3aKnagbiBaeT OCHOBY Ansi pa3paboTku yCOBEPLLUEHCTBOBAHHOW CUCTEMbI pPaHHEro onoBelleHust ans 6opbobl
¢ OyayLimMmMu BCMbILLKaMK NIMXOPaAKK OEHre.

KnroueBble cnoBa: deHae, Moderib poecHOo3uUpoeaHus, MawuHHoe o6yquue, memod Cﬂy'-laLjHOZO Jieca, cucme-

Ma paHHeeco orioeeweHus

UcmoyHuk ¢puHaHcuposaHusi. ITO nccnegosaHve 6bino NpodmHaHcMpoBaHo MuHucTepcTBoM obpasoBaHust Hgo-
He3uu (BPI) [202414100900]. duHaHcupytoLwmne opraHnsaumm He NpuHUManu yvactust B paspaboTtke gusaiiHa nccne-
[oBaHus, cbope AaHHbIX, X aHanvae, MHTepnpeTaLmm Unn HarmcaHuM 3Ton CTaTby.

KOHd)ﬂUKm uHmepecos. ABTOPbI AEKNapupyrT OTCYTCTBME ABHbIX N NOTEHUWaNbHbIX KOHMIMKTOB UHTEPECOoB, CBS-

3aHHbIX C Nybnukaumnen HacTosILLEen cTaTbi.
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rno6anbHOro NPOrHO3MpPOBaHUS BCMbILLEK AEHre B 3HAEMUYHbIX PEFMOHaX: cucTteMatuydeckuin 063op. XKypHan Mukpo-
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Introduction

Dengue is one of the fastest spreading mosqui-
to-borne disease, especially in tropical and subtropi-
cal regions, caused by various types of dengue virus-
es [1, 2]. The World Health Organization has reported
an 8-fold increase in global dengue incidence between
2000 and 2019. In 2023, over 5 million cases were
documented across 80 countries, with at least 23 na-
tions experiencing dengue outbreaks. That number has
more than doubled in 2024, with more than 10.6 mil-
lion cases reported in North and South America alone.
However, the actual number of cases is likely signifi-
cantly higher, emphasizing the urgent need for effective
public health interventions to mitigate this escalating
crisis [3]. Although most infections are harmless, den-
gue shock syndrome and dengue are severe forms of
infection that can lead to death [4, 5]. In the absence
of a specific drug or vaccine for this virus, case fatality
rates can reach 20% if diagnosis is not prompt [6], par-
ticularly in resource-constrained areas. When outbreaks
occur on a large scale, the sheer number of severe den-
gue cases can overwhelm the health system and impede
the delivery of optimal care. Dengue also poses a huge
social and economic burden to many tropical countries
where the disease is endemic [7]. Precise prediction of

outbreak size and trends in disease incidence early can
limit further spread [8], and help better plan health re-
source allocation to meet needs during an outbreak.
The two principal vectors are Aedes aegypti and
A. albopictus, which are capable of transmitting den-
gue. The transmission of dengue is influenced by a
number of factors, including environmental and cli-
mate change, urbanization, globalization, vector activi-
ty, and behavioral change [9]. The interaction between
humans, climate, and mosquitoes gives rise to a complex
system that exerts a profound influence on dengue trans-
mission patterns, which in turn affects the likelihood of
outbreaks [10]. This relationship has been researched for
decades through the development of forecasting models
in different parts of the world. These models vary widely,
both in terms of purpose [11, 12], and setting [13—15].
While many of these models demonstrate excellence
in various tasks, to create efficient prediction models,
a systematic, adaptive and generalizable framework is
needed, capable of identifying weather- and popula-
tion-related patterns of vulnerability across geographic
regions. The scientific community has not yet reached
agreement on which models provide the best predic-
tions. There are many research reports on prediction
tools for dengue outbreaks [16—19]. However, research
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that provides a comprehensive summary of the perfor-
mance and predictive ability of these tools remains limi-
ted. Previous studies have underscored the value of in-
tegrating diverse epidemiological tools, including map-
ping and mathematical models, to develop an effective
early warning system [20]. However, this study did not
prioritize the identification of significant predictors in
the development of an early warning system for dengue.
Other studies that emphasize early warning systems and
incorporate numerous case forecasting models have been
conducted, but this study solely examines the case expe-
rience of the various models utilized [21].

Various forecasting models have been developed
over the years, integrating epidemiological, environ-
mental, and climatic variables. While some models rely
on traditional statistical methods such as Autoregres-
sive Integrated Moving Average (ARIMA) and Poisson
regression [14, 22-24]. Emerging research highlights
the superior accuracy of machine learning models, par-
ticularly random forest and Long Short Term Memory
(LSTM) [25, 26]. However, there is still no consensus on
the most effective forecasting approach. To address this
research gap, several recent studies have explored no-
vel methodologies in dengue forecasting. Recent stud-
ies indicate that integrating deep learning techniques,
such as LSTM and transformer models, significantly
improves prediction accuracy compared to convention-
al statistical models [27]. Furthermore, recent findings
suggest that incorporating real-time meteorological
and mobility data improves forecasting precision [28].
These updated approaches not only improve prediction
accuracy but also enhance model adaptability across
different geographical regions. Despite these advance-
ments, inconsistencies in data quality, limited external
validation, and computational constraints continue to
pose challenges in real-world applications. This review
focuses on determining which model exhibits the high-
est accuracy and examining its internal and external va-
lidity. Its objective is to synthesize recent literature on
dengue case forecasting, discuss related evidence, and
evaluate different models' forecasting performance to
identify the most effective one.

Materials and methods

This review used the Preferred Reporting Items
for Systematic Reviews and Meta-Analyses (PRISMA)
approach, which includes methods for determining re-
sources, eligibility, inclusion and exclusion criteria, and
the process of systematic review, extraction, and anal-
ysis of data from the available literature [7]. PRISMA
2020 replaces the previous edition published in 2009,
introducing new reporting guidelines that include more
comprehensive study identification, selection, scoring,
and synthesis methods [29]. This guide enables the
search for terms relevant to the review and provides ad-
vice on aspects that need to be addressed in the review
report for publication purposes [21].

Research Question Formulation

Research questions were developed using PICo,
auseful tool to help frame relevant research questions for
systematic reviews. The PICo concept incorporates three
important elements (population or problem, importance,
and context) [30]. Based on PICo, the three main com-
ponents in this review are dengue (Problem), case fore-
cast model (Importance), and case prediction (Context).
These concepts guided the formulation of the research
question: “What is the evidence of the dengue case fore-
cast model and its performance in predicting cases?”

Systematic Searching Strategies

Systematic searching strategies include identifica-
tion, screening, and eligibility process.

Identification

In the identification stage, synonyms and varia-
tions were used to enrich the keywords, then applied in
the search process, search strings were created and gen-
erated by using Boolean operators and keyword search,
as illustrated in Table 1. A systematic literature search
was conducted against four major databases: Scopus,
PubMed, ScienceDirect, and Springer, and identified
a total of 1366 relevant records. 16 duplicate records
were found and removed, leaving 1,350 records for ti-
tle screening. All potential records were then exported
from the databases and organized into Excel sheets for
title and abstract screening.

Screening

Two authors were responsible for the screening of
titles and abstracts, which was conducted in accordance
with the review questions that had been developed and
the specific inclusion and exclusion criteria that had
been established. Inclusion criteria were primary re-
search in peer-reviewed journals and English-language
articles. We excluded systematic review articles, books,
conference proceedings, and non-peer-reviewed arti-
cles, such as editorials, commentaries, opinion pieces,
or short reports. The screening process resulted in the
elimination of 1,120 articles that were deemed irrel-
evant to the review. The remaining 230 articles were
then read in full, including the abstracr reading, and as-
sessed for eligibility.

Eligibility

A total of 64 full-text articles were retrieved for
eligibility. Two authors independently reviewed all
full-text articles for eligibility. All studies found to be
unrelated to the interest and outcome of interest were
excluded. The reasons for article exclusion were notat-
ed. There were 51 articles excluded due to:

1) studies that did not focus on predicting the
number of future cases (n = 14);

2) studies that used or evaluated prediction or
forecasting models, including machine learning meth-
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Databases

Keywords used

CCCCeeCeeeedengue fevery OR (dengue incidence)) OR (dengue outbreaks)) OR (dengue epidemic))
AND (forecasting models)) OR (predictive models)) OR (prediction models)) OR (epidemic forecasting))

Pubmed

OR (outbreak prediction)) AND (machine learning)) OR (statistical models)) OR (ARIMA)) OR (regression models))
OR (random forest)) OR (neural networks)) OR (support vector machines)) AND (environmental factors))

OR (climate variables)) OR (temperature)) OR (rainfall)) OR (humidity)) OR (climate data)) OR (weather patterns))
AND (endemic regions)) AND (tropical areas)

TITLE-ABS-KEY ("dengue fever" OR "dengue incidence" OR "dengue outbreak*" OR "dengue epidemic*") AND
("forecast* model*" OR "predict* model*" OR "prediction model*" OR "epidemic forecast*" OR "outbreak prediction")

Scopus

AND ("machine learning" OR "statistical model*" OR "ARIMA" OR "regression model*" OR "random forest"
OR "neural network™" OR "support vector machine*") AND ("environment* factor*" OR "climate variable*"

OR "temperature" OR "rainfall" OR "humidity" OR "climate data" OR "weather pattern*") AND ("endemic region*"
OR "tropical area™" OR "high-risk area*" OR "disease-endemic region*")

Search 1: ("dengue fever" OR "dengue incidence") AND ("forecasting models" OR "prediction models")
Search 2: ("dengue fever" OR "dengue incidence") AND ("prediction models" OR "outbreak prediction")

ScienceDirect

AND ("machine learning" OR "statistical models")

Search 3: ("dengue fever" OR "dengue outbreaks") AND ("predictive models" OR "forecasting models")
AND ("environmental factors" OR "temperature" OR "rainfall")

("dengue fever" OR "dengue incidence" OR "dengue outbreaks") AND ("forecasting models" OR "predictive models")

Springer

AND ("machine learning" OR "statistical models" OR "ARIMA") AND ("environmental factors" OR "climate"

OR "rainfall") AND ("endemic regions" OR "tropical areas")

ods (random forests, LSTM) or statistical models (such
as ARIMA, Seasonal Autoregressive Integrated Mov-
ing Average (SARIMA), regression) (n = 19);

3) articles that did not involve key climate vari-
ables in the forecasting (n = 11);

4) studies conducted in non-endemic or low prev-
alence dengue areas (n = 7).

The remaining 13 eligible articles were continued
for the quality assessment process.

Quality Assessment

The quality of the study was assessed using the
quality assessment criteria described in TRIPOD
(Transparent Reporting of multivariable prediction
models for Individual Prognosis or Diagnosis) [31].
The TRIPOD statement is a checklist of 22 items,
which are considered essential for the proper reporting
of research that develops or validates multivariable pre-
diction models [32]. The TRIPOD guidelines explicit-
ly cover the development and validation of prediction
models for diagnosis and prognosis across all medical
domains and predictor types. Two authors conducted
the quality assessment independently. Scores for report
levels were obtained by awarding one point for each
reported item relevant to the study. The total score was
converted to a percentage based on the maximum pos-
sible score. Ultimately, 17 articles (with a percentage
score > 70%) were included in the review [21]. Table 2
presents the scores and percentages of each quality as-
sessment adapted from the TRIPOD checklist.

Data Extraction and Synthesis

The author extracted the data independently using
a standardized data extraction form and organized it
in a Microsoft Excel worksheet. The information col-
lected included: author (year), country, study design,

candidate predictors, research, data frequency, model
techniques used, model performance, outcome, model
accuracy, evaluation. The PRISMA flowchart is shown
in Figure 1.

Results

Study characteristics

A total of 13 studies met the eligibility criteria
and were included in this systematic review. Of these
13 studies, 4 (31%) were conducted in the Americas,
4 (31%) in East Asia, 4 (31%) in Southeast Asia, and
1 (7%) in South Asia. Brazil was the country with the
highest number of eligible studies (n = 4) [25, 26, 33,
34], followed by China (n = 2) [27, 35], Taiwan (n = 2)
[36, 37], Vietnam (n = 2) [28, 38]. Other studies were
conducted in Malaysia [39], Sri Lanka [40], and the
Philippines [41]. Five (42%) studies were published
between 2015 and 2020, 9 studies between 20182022,
and 7 (58%) studies were published between 2021—
2024. Most studies (46%) used weekly time units, there
were 23% studies using monthly data units, and the rest
using annual and yearly. More than half (n = 7; 54%)
of the studies used machine learning model techniques
[25-28, 33, 36, 39], and the remaining (n = 5; 46%)
studies used statistical model techniques [34, 35, 37,
38, 40, 41]. The characteristics of the included studies
are summarized in Fig. 2. Details of the characteristics
within each study are presented in Table 3.

Approach and Accuracy of Forecasting Model
for dengue cases

Various modeling approaches, such as machine
learning and statistical methods for dengue case expe-
rience have been used in all included studies. Out of
13 studies, 6 (26,1%) used random forest approach
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Table 2. Quality appraisal score of eligible articles adapted from TRIPOD checklist [32, 42]

Source
Daftar periksa ltem
5] | 126] | 127) | 28] | 133) | 1341 | 381 | 6] | 37 | 138 | 3oy | 4oy | pan)
Title and abstract
Title 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Abstract 2 1 1 1 1 1 1 1 1 1 1 1 1 1
Introduction
Background and objectives 3a 1 1 1 1 1 1 1 1 1 1 1 1 1
3b 1 1 1 1 1 1 1 1 1 1 1 1 1
Methods
Source of data 4a 1 1 1 1 1 1 1 1 1 1 1 1 1
4b 1 0 0 0 1 0 0 1 0 0 0 0 0
Participants S5a 1 1 1 1 1 1 1 1 1 1 1 1 1
5b 1 1 1 1 1 1 1 1 1 1 1 1 1
Outcome 6a 1 1 1 1 1 1 1 1 1 1 1 1 1
Predictors 7a 1 1 1 1 1 1 1 1 1 1 1 1 1
Sample size 8 1 0 0 0 1 0 0 1 0 0 0 0 0
Missing data 9 1 0 0 0 0 0 0 0 0 0 0 0 0
Statistical analysis methods 10a 1 1 1 1 1 1 1 1 1 1 1 1 1
10b 1 1 1 1 1 1 1 1 1 1 1 1 1
10d 1 1 1 1 1 1 1 1 1 1 1 1 1
Results
Participants 13a 1 0 0 0 1 0 0 0 0 0 0 0 0
13b 1 1 1 1 1 1 1 1 1 1 1 1 1
Model development 14a 1 1 1 1 1 1 1 1 1 1 1 1 1
14b 1 0 0 0 0 0 0 1 0 0 0 0 0
Model specification 15a 1 1 0 0 1 1 1 1 1 0 1 1 1
15b 1 1 1 1 1 1 1 1 1 1 1 1 1
Model performance 16 1 1 1 1 1 1 1 1 1 1 1 1 1
Discussion
Limitations 18 1 1 1 1 1 1 1 1 1 1 1 1 1
Interpretation 19b 1 1 1 1 1 1 1 1 1 1 1 1 1
Implications 20 1 1 1 1 1 1 1 1 1 1 1 1 1
Other information
Supplementary information 21 1 0 0 0 0 0 0 1 0 0
Funding 22 1 0 1 1 1 0 1 1 0 1
Final score 27 20 20 20 24 20 21 25 20 20 20 20 20
Percentage 100 741 741 741 889 741 778 926 741 741 741 741 741

[25-27, 33, 36, 39], 5 (21,7%) used LSTM approach
[26, 28, 34, 38, 41], 3 (13%) used ARIMA [34, 40, 41],
2 others used Least Absolute Shrinkage and Selection
Operator (LASSO), Gradient Boosting, XGBoost pois-
son regression, SARIMA. In terms of perfomance, all
studies use different methods, including Root Mean
Squared Error (RMSE), R-Squared (R?), Pearson Cor-
relation, Mean Absolute Percentage Error (MAPE),
RMSE, Mean Absolute Error (MAE), Area Under
the Curve (AUC), Mean Squared Error (MSE), Mean

Squared Logarithmic Error (MSLE), Akaike Informa-
tion Criterion (AIC). The type of model used can be
seen in Fig. 3.

Of'the 13 articles included, there are 3 best forecast-
ing methods with the highest model accuracy, namely
random forest, LSTM, and LASSO. 6 articles using the
random forest method, showed an average model accu-
racy of 89% [25-27, 33, 36, 39], from 5 articles using
the LSTM method, there are 3 articles that show model
accuracy, and the average obtained is 89% [26, 28, 38],
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< Records removed before screening
é Databases, n = 1366 » (n= 113§)fdue t}? duplicate rec_orldlsz%n =16)
E (n = 46 Scopus, 1,266 PubMed, and for other reasons (r = 1120)
= 25 ScienceDirect, 28 Springer)
A4
Records excluded (n = 156)
Records screened non-English (n = 8), review articles (n = 76),
(n=230) books (n = 32), conference proceedings
(n = 12), editorial (n = 28)
o
2 4
g
@ Reports sought for retrieval _ Reports not retrieved
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Reports assessed for eligibility Reports excluded (n = 51):
(n=064) > 1. Studies that did not focus on predicting the
number of future cases (n = 14)
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g o . . variables in the experience (n = 11)
= Studies included in review 4. Studi - .
= - . Studies conducted in non-endemic or low
s (n=13) _
- prevalence dengue areas (n =7)

Fig. 1. Systematic review flow.

while the other 2 articles do not mention the percentage
of model accuracy [34, 41]. Of the 2 articles that used
the LASSO method, the average model accuracy was
65% [26, 33]. The accuracy of the forecasting models
can be seen in Fig. 4. In general, all of the case experi-
ence models included in the study showed fairly good
forecasting ability. Overall, climate indicators were the
most frequently used in showing the best performance.
However, there are studies that used a combination of
climate and epidemiological indicators, which showed
that previous dengue cases significantly influenced cur-
rent dengue cases [39].

Random forest model accuracy

The Figure 5 illustrates the accuracy of various
random forest models applied in dengue forecasting
studies. The dataset includes models developed by six
original research, with accuracy values ranging from
83% to 92%. The average model accuracy is recorded at
89%. The results highlight the superior predictive per-
formance of random forest models in dengue incidence
forecasting, reinforcing their potential for integration
into early warning systems for outbreak management.

Discussion

This systematic review aims to summarize and
discuss the evidence of various dengue case forecast-
ing methods, model performance, and their ability to
explain dengue incidence. This review shows that den-
gue prediction studies have become a topic of research
interest, especially in Asia, where 69% of these includ-
ed studies were conducted in Asia. This trend is due to
the fact that the Asian region represents about 70% of
the dengue burden globally [43]. Climate data, partic-
ularly temperature, rainfall and humidity are important
predictors of dengue incidence, but they are often not
available in time for health providers working on den-
gue early warning systems. Several studies have found
that countries with better meteorological records pro-
vide higher performance metrics [25, 34, 35]. There-
fore, integration with local meteorological departments
on real-time meteorological data will improve access
to meteorological information and benefit end users in
early outbreak detection.

In general, climatic variables show an important
role in the prediction of dengue cases. Climate vari-
ables such as mean temperature [25, 27, 28, 38, 39],
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Learning;
54%

Publication year Model techniques used

Fig. 2. Study characteristics.

minimum temperature [27, 35-37], maximum tempera-  gue incidence prediction models. Temperature showed
ture [27, 37, 38], rainfall [27, 28, 36, 37, 39], humidity  the best predictive capacity of the meteorological vari-
[25, 33, 39, 40], relative humidity [25, 28, 33], wind  ables studied in this review. In Vietnam, temperature
speed [25, 28, 33], evaporation and sunshine [28] are  was a significant predictor in the best dengue forecast-
important input paramaters in the development of den-  ing model, where the AUC and sensitivity were 87.42%
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Fig. 4. Average model accuracy.

and 96.88%, respectively [28]. In Ba Ria Vung Tau
Province, Vietnam reported temperature and humidity
as reliable variables in predicting dengue cases, where
the AUC and sensitivity were 90.00% and 85.00%, re-
spectively [38]. Meanwhile, Taiwan showed that tem-
perature and rainfall are important factors in predicting
dengue cases, where the AUC and sensitivity are 88%
and 80% respectively [37].

In general, the dengue case prediction models in-
cluded in the studies demonstrated a relatively high lev-
el of predictive ability. However, the predictive accura-
cy of these models varies considerably depending on
the specific model employed and the quality of the data
used. The most commonly utilized statistical modeling
techniques in dengue research are ARIMA, Generali-
zed Additive Models (GAM), Negative Binomial Re-
gression, and Poisson Regression. ARIMA and GAM
are established models for examining the relationship
between environmental factors and disease outcomes,

94 -
92

92 A

90
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as well as for conducting time series prediction anal-
ysis [44, 45]. According to recent literature, time se-
ries techniques are particularly considered effective in
predicting the highly auto-correlated nature of dengue
infections [46]. In recent years, data-driven techniques
based on machine learning algorithms such as Random
Forest, Decision Tree, Support Vector Machine (SVM),
and Naive Bayes have shown promising results in pre-
dictive analysis for classification problems [47].

More than half of the included studies rely on ma-
chine learning methods, particularly supervised learning
models, to assess conventional and novel data streams.
Supervised learning models are defined by the use of
labeled data sets to train algorithms to accurately clas-
sify data or predict outcomes [21]. The advantages of
machine learning techniques that demonstrate lower er-
ror rates in comparison to conventional statistical-based
models in predicting dengue cases are manifold. In the
era of big data, this technique can utilize the availability
of data and, in addition to being non-parametric, it can
also provide leeway in terms of strict assumptions [7].
Random forest, neural network, gradient boosting, and
support vector algorithms are part of important machine
learning algorithms, which have made significant con-
tributions to several areas of public health, especially in
forecasting infectious diseases such as COVID-19 [48],
malaria [49], and have similar uses for making dengue
outbreak predictions [7].

In some of the studies included in this literature,
we assume that the machine learning method using ran-
dom forest is the best method at the moment. Findings
in Brazil state that the accuracy of this model in recog-
nizing dengue cases is more than 90% [33]. Likewise,
findings in Malaysia state that the accuracy of this mo-
del reaches 95% [39]. Similar findings in another study
in Singapore, which stated that the potential of random
forest and its strong predictive ability in clustering the

91
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83

78
[33] [34] [25]

[27] [26] [36]

Average Model
Accuracy

Fig. 5. Random forest model accuracy.
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spatial risk of dengue transmission in Singapore. The
dengue risk map generated using random forest has
high accuracy and is a good tool to guide vector control
operations, allowing targeted preventive measures be-
fore and during dengue outbreaks [50].

All studies employed internal validation to assess
the accuracy of their findings. The utility of a forecast-
ing model is contingent upon the certainty of its accu-
racy, or the extent to which it can predict real-world
outcomes [51]. It is notable that the majority of pub-
lished models have not undergone or been subjected to
real-world validation. It is reasonable to conclude that
models are unlikely to perform as well in real-world
samples as they do in derived samples. This discrep-
ancy, or validity shrinkage, is often significant. Con-
sequently, it would be beneficial for future models to
include mechanisms for estimating and reporting po-
tential validity shrinkage, as well as predictive validity,
in real-world data [52, 53]. External validation, on the
other hand, was only used in a few studies that included
[25-27]. This is despite the fact that external validation
is considered very important for model development
and is a key indicator of model performance by high-
lighting its applicability to participants, centers, regions
or environments [54], It is imperative that external va-
lidation be employed during the process of model rede-
velopment. This entails making adjustments, updates,
or recalibrations to the original model based on vali-
dation data, with the objective of enhancing its perfor-
mance [55].

It should be noted that this systematic review is
not without limitations. Firstly, the majority of the in-
cluded studies originate from Asia, which encompasses
a multitude of non-English speaking countries. Conse-
quently, this review may have overlooked a substantial
corpus of related literature published in other languag-
es. Secondly, the inclusion criteria stipulated the neces-
sity for studies to be derived from primary research in
peer-reviewed journals. Consequently, preprints and
grey literature, such as conference abstracts, committee
and government reports, were excluded. It is therefore
possible that some studies may have been omitted from
our review.

Conclusion

The forecasting of dengue cases is a valuable re-
source for policymakers engaged in the formulation
of strategies for the prevention of dengue outbreaks,
particularly in regions where the disearse is endemic.
The results of this systematic review indicate that the
machine learning method utilizing the random forest al-
gorithm is more effective than others method, particu-
larly in comparison to statistical methods. Furthermore,
this systematic review presents evidence of predictors
in dengue case experience that focuses on incorporat-
ing climatic factors to create an early warning system,
which can be utilized as a reference for preventing den-

ORIGINAL RESEARCHES

gue transmission. The findings from this review have
the potential to form the basis for more effective mo-
delling practices in the future. These findings will con-
tribute to the development of robust modelling across
differenctt settings and populations and have significant
implications for planning and decision-making process-
es for early dengue intervention and prevention.
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